
Epidemiology includes two main areas of research:
explanatory research and prediction research. Ex-
planatory research includes searching for causes of
diseases (etiology), and the effect of treatments
(therapeutic research). An example of an etiologic
question is “Does smoking cause colorectal cancer?”;
a therapeutic question is “Does high-dose chemo-
therapy increase survival in poor prognosis testicular
cancer patients?”. 
Tumour markers are especially relevant for predic-
tion research, which includes questions regarding
diagnosis (including early diagnosis of disease, i.e.
screening), and prognosis (the outcome of a disease
process). After presenting various introductory exam-
ples, some epidemiological principles are discussed,
followed by challenges in the scientific development
of clinically useful new tumour markers. 

Tumour markers in screening, diagnosis and
prognosis 
With screening (early diagnosis), we aim to detect a
disease early in its course, before it would manifest
itself clinically by signs and symptoms of the patient.
If detected earlier, we expect that the disease can be
treated better, such that long-term outcomes are
improved. Screening can be done in asymptomatic
subjects in the population, for example, the prostate-
specific antigen (PSA) level in the blood can be used
to detect prostate cancer. Subjects with high PSA are
evaluated further with biopsy to diagnose presence or
absence of cancer. Screening can also be done after
treatment of cancer to detect recurrent disease during
follow-up. For example, we can test PSA levels after
radical prostatectomy to monitor patients. Or we use
carcinoembryonic antigen (CEA) to detect relapse of
colorectal cancer. 
Tumour markers may also assist in diagnosing disease,
for example in the case of unknown primary tumours.
Also, marker decline is a sign of response to treatment.
A complete remission of disease often requires nor-
malization of markers if these were initially elevated,
in combination with other criteria, such as CT scan
assessments. Other examples of diagnosing disease are
the prediction of relevant cancer. In prostate cancer, we
can consider small, confined cancers without poorly
differentiated characteristics as probably indolent.
These cancers do not require radical prostatectomy.

The likelihood of an indolent cancer can be estimated
by a combination of PSA levels, prostate volume, and
biopsy features (1). Similarly, patients with metastatic
testicular cancer often have small, residual masses
after treatment with chemotherapy. If these masses are
necrotic, surgical resection is not necessary. The like-
lihood of a necrotic residual mass can be estimated by
a combination of tumour marker levels (alpha-feto-
protein, AFP, and the beta subunit of human chorionic
gonadotropin, beta-HCG), CT scan measurements
(pre- and postchemotherapy size), and initial histology
(presence of teratoma elements) (2, 3). 
For prognosis, tumour markers are often important
predictors, since they reflect the extent and aggres-
siveness of the cancer. A good prognosis can often be
based on the combination of patient, tumour, and
treatment characteristics. Solely using extent of dis-
ease as with TNM staging can often be improved by
considering more predictive characteristics (4). For
example, the survival of testicular cancer patients can
be predicted based on AFP, HCG and LDH levels,
combined with extent of disease characteristics (5).
Prognostic classifications can be devised, which are
helpful for informing patients, decision-making on
treatment, and in medical research, e.g. for stratifica-
tion in randomized clinical trials.

Epidemiological aspects of screening 
Screening requires a number of conditions to be ful-
filled. First, we require that the tumour marker can
separate subjects without from those with the cancer.
This is similar for diagnostic studies. For example, a
high PSA is found among patients with prostate
cancer, but also among some subjects without cancer.
The latter are false-positive classifications by PSA
testing. A low PSA is found among most subjects
without prostate cancer, but also among some with
prostate cancer (false-negatives). The characteristics
of a screening test can be summarized in sensitivity
and specificity (table 2).
A good test has a high sensitivity and high specificity.
Especially a high specificity is important in screening
settings, to prevent the finding of many false-positive
results among the many subjects without cancer (cell
d in table 2). The trade-off between sensitivity and
specificity can well be visualized in a receiver oper-
ating characteristic (ROC) curve. We plot the true-
positive rate (sensitivity) against the false-positive
rate (1 – specificity), for consecutive cut-points of the
tumour marker (figure 1). The area under the ROC
curve is a measure for the overall diagnostic perfor-
mance of the test. 

79Ned Tijdschr Klin Chem Labgeneesk 2007, vol. 32, no. 2

Ned Tijdschr Klin Chem Labgeneesk 2007; 32: 79-82

Epidemiology of tumour markers: screening, diagnosis and prognosis

E.W. STEYERBERG

Correspondence: dr Ewout W. Steyerberg, epidemiologist.
Department of Public Health, Erasmus MC, room AE-236,
Postbus 2040, 3000 CA Rotterdam 
E-mail: e.steyerberg@erasmusmc.nl 



In screening, we moreover need to have high speci-
ficity at a time before the cancer is clinically diag-
nosed. A careful selection of cases and controls is
hence important. Often, diagnostic qualities are less
at longer time before diagnosing the cancer. See
Figure 1 for an illustration of PSA and prostate
cancer (6).
A further requirement of a useful screening test is that
the detected disease has a better prognosis than when
detected later. Lead time bias and length bias are
among the major problems in the evaluation of effec-
tiveness of treatment in screen-detected cancers. 
Lead time bias refers to the apparent increase in sur-
vival time as calculated from date of diagnosis, while
no true increase is caused by the earlier detection of
the cancer. By screening, we intend to diagnose a
cancer earlier than it would be without screening.
Without screening, the disease may be discovered
later once symptoms appear. Even if in both cases a
person will die at the same time, because we diag-
nosed the disease early with screening, the survival
time since diagnosis is longer with screening. No
additional life years have been gained, while we may
have added anxiety as the patient lives with know-
ledge of the disease for longer. Length bias relates to
the type of cancers that are detected by screening. For
many cancers, fast growing tumours have worst prog-
nosis. Screening is more likely to catch the slower
growing cancers, which have a higher survival rate. 
Before a screening program is implemented, it should
hence be ensured that putting it in place would do
more good than harm. A cross-sectional study
showing reasonable sensitivity and specificity is not
enough. The best studies for assessing whether a
screening test will increase a population's health are
rigorous randomized controlled trials. Indeed, for
some cancers randomized trials have been performed
or are underway (e.g. breast cancer, prostate, lung). 

Epidemiological studies of diagnosis 
As for screening, we require that the tumour marker
can separate subjects without from those with the
cancer. However, setting a diagnosis is usually not
possible with a single characteristic, and has a sequen-
tial nature, starting with simple tests. Moreover, some
diagnoses are probabilistic in nature, i.e. that we can
give a probability of a certain condition rather than
100% certainty. An example is the qualification of a
screen-detected prostate cancer as probably indolent.
PSA levels, prostate volume, and biopsy features were
combined in a logistic regression model to estimate
this probability (1). This model was presented as a
nomogram, such that it would be relatively easy to
apply by physicians. A nomogram is a graphical pre-
sentation of the model (figure 2); alternatives include
tables of predicted probabilities according to predic-
tive characteristics, and score charts. 
The nomogram from figure 2 was validated recently
in patients from the European screening trial on
prostate cancer (ERSPC), and found systematically
invalid (7). The probability of indolent cancer was
around 50% in the ERSPC, while the average pre-
dicted probability was 20%. An updated version of
the model was constructed, which may guide deci-
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Table 1. Diagnostic and prognostic epidemiologic research with examples of tumour markers 

Area Question Example 

Screening Can we detect the disease early in its course, Does PSA testing lead to early detection and better treatment
such that it can be treated with better prognosis? of prostate cancer? 

Does CEA testing lead to early detection and better treatment
of recurrent colorectal cancer, after curative treatment? 

Diagnosis Can we make a diagnosis, which guides Does this patient have a complete remission of his/her disease,
treatment choice? including normalization of markers? 

Is the cancer relevant to treat, or is the marker profile that
favorable that the disease may be treated conservatively? 

Prognosis What is the likely outcome of the disease? Given AFP and HCG levels and other characteristics, what is
the 5-year survival of this testicular cancer patient? 

Table 2. Sensitivity and specificity of a tumour marker in
screening or diagnosing cancer; sensitivity, or true positive
rate, is defined as a/(a+c); specificity, or true negative rate, is
defined as d/(b+d)

Cancer No cancer

Tumour marker positive a b
Tumour marker negative c d
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Figure 1. Time-dependent ROC curves for PSA in screening
for prostate cancer. TPF: true-positive fraction; FPT: false-
positive fraction. From (6).



sion making in screen-detected prostate cancer after
further validation. 

Epidemiological studies of prognosis 
For prognostic studies, we usually consider a cohort
of patients, and follow them in time for the occur-
rence of a relevant medical outcome. In cancer,
common outcome measures are recurrence of disease,
and (cancer-specific) survival. Tumour marker values
can be related to these outcomes in statistical ana-
lyses. A simple cross-table can be constructed for
high and low tumour marker values versus the out-
come, when we know the outcome for all patients.
For example, we may want to study 1 year survival
and have at least 1 year follow-up for all patients.
Survival analysis is required when the outcome is not
observed for all patients, e.g. 5-year survival. Kaplan-
Meier curves can then be constructed, which consider
patients who did not die as censored observations.
They are considered in the analysis until the end of
their follow-up period (figure 3). 
Combinations of characteristics can be considered in
the Cox regression model. In such a regression model,
we do not have to categorize tumour marker values,
but can analyze them as continuous variables. For
example, we can consider the log(PSA) in predicting
survival of prostate cancer patients. Predictions from

such models usually need validation in new patients
before we can use them in clinical practice, especially
when the number of events in the analysis was rela-
tively small, and new markers were considered in the
model rather than well-established markers. 
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Figure 2. Nomogram to predict the probability of indolent cancer, as published by Kattan et al (1). Pre.Tx., pre-treatment; Clin.,
clinical; Pri.Bx.Gl, primary biopsy Gleason score; Sec.Bx.Gl, secondary biopsy Gleason score; U/S, ultrasound; Prob., probability.

Figure 3. Survival curves for patients with nonseminomatous
testicular cancer, as published by Van Dijk et al (8). Five
groups were created based on the IGCC classification, which
includes tumour markers AFP and HCG (5).



Developing useful new tumour markers 
The development of clinically useful new tumour
markers poses a number of challenges. Technological
advancements allow for a increasing number of
markers to be studied, including biochemical and
genetic markers. Standardization of the tests and
reproducibility of results are minimum requirements
before thinking about wider applications of new
markers in medicine. Case-control studies can sub-
sequently be conducted using ‘convenient samples’,
e.g. from stored tissue, but better with population
based samples (6). Specific problems arise in the cur-
rent evaluation of new markers (9). First, a great
number of markers are potential candidates for use in
screening, diagnosis, or prognosis. This leads to a
multiple testing problem. If we evaluate 1000
markers, we expect that 50 of them reach statistical
significance with the classical p<0.05 criterion, even
if none of them is truly associated with cancer.
Genome-wide searches include even more potential
markers. Several approaches can be followed to
address the multiple testing problem, including Bon-
ferroni’s correction, but such approaches limit the
statistical power of a study, i.e. the probability of
finding a significant result if a true association was
present. Power in marker studies is typically already
quite limited because of small sample size, e.g. less
than 100 cases, and less than 100 controls. Initiatives
have been proposed for analyses with larger sample
sizes (10). Further, results of marker evaluations may
only be reported if statistically significant (11). The
effects are then overestimated, since non-significant
results are by definition closer to ‘no effect’, and are
not reported (‘publication bias’) (12). 
A specific issue is how we deal with continuous values
of a marker. It may be convenient to search for a
dichotomization as positive versus negative. Searching
for an optimal cut-off is fraught with statistical
problems; the association will be exaggerated (13). In
general, dichotomization is discouraged; continuous
versions of a marker contain often much more infor-
mation. In addition to the linear and logarithmic trans-
formation, spline functions may well be used to study
diagnostic and prognostic relationships (14). 
Finally, new markers should be judged for their in-
cremental value over classical markers and other
diagnostic or prognostic characteristics. This can well
be studied with regression models, where first a
model is made with the traditional predictors, and
next a model with these traditional predictors plus the
new marker. If the latter model is promising, it should
be validated in new patients to assess generalizability.
In many clinical areas, the choice of more modern
statistical methods, e.g. a classification tree or neural
network instead of a regression model, did not
improve the quality of predictions (15). 

Summary points 
- Tumour markers have an important role in

screening, diagnosis, and prognosis of cancer 
- Sensitivity and specificity are important charac-

teristics of a screening or diagnostic test; they can
jointly be considered in a ROC curve 

- Lead time bias and length bias are among the major
problems in the evaluation of screening programs;
randomized controlled trials are the ultimate way to
evaluate benefits and harms of screening 

- Regression models may combine tumour markers
with other characteristics to estimate a probability
of a diagnosis (e.g. indolent cancer) or a prognostic
outcome (e.g. survival). These models require vali-
dation before widespread use is possible 

- The development of clinically useful new tumour
markers is associated with several problems, including
multiple testing, limited power because of small
sample sizes, publication bias, and having to deal with
continuous marker values. The incremental value
should be assessed over traditional predictors, with rig-
orous validation of initially (too?) promising results. 
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